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Problem statement

In this paper we consider the constrained null-controllability problem for the linear

system

ẋ = Ax + bu, (1)

without the assumption that the origin is an equilibrium point of the system. In this

case trajectories trajectories cannot be held at the point 0 and by controllabilitywe

mean being able to reach the origin at any moment of time T ≥ T0. In our work we

use the concept of the return condition on the interval introduced byV. I. Korobov

in the paper [2]. This condition means that for some interval I for any T ∈ I we

can construct a control uT (t) such that the trajectory starting from the origin can

return there in the time T .

However this condition is not always easy to check and sometimes we are also

interested in constructing the explicit formula for control uT (t). In our paper we

consider the construction of control for the oscillatory system{
ẋ2j−1 = x2j,

ẋ2j = −j x2j−1 + u,
j = 1, 2, . . . n, (2)

with constraints u ∈ [c, 1] or u ∈ {c, 1}, c > 0.

Mathematical formulation

Since the solution x(t) of the Cauchy problem

ẋ = Ax + bu(t), x(0) = x0, (3)

has the form

x(t) = eAt

(
x0 +

∫ T

0
e−Aτbu(τ )dτ

)
, (4)

and x0 = x1 = 0 we get the condition

0 =
∫ T

0
e−Atbu(t)dt. (5)

This gives us the trigonometrical momentum problem{∫ T

0 sin jtdt = 0,∫ T

0 cos jtdt = 0,
j = 1, 2, . . . n. (6)

Since for T = 2π u(t) = c is a solution for any c we are looking the solutions uT (t)
for all T on the interval I = [2π, 2π + α], α > 0 by using the piecewise control

uT (t) =



c, 0 ≤ t ≤ T1,

1, T1 ≤ t ≤ T2,

c, T2 ≤ t ≤ T3,

. . .

1, Tk−1 ≤ t ≤ Tk,

c, Tk ≤ t ≤ T,

(7)

which transforms problem (6) into system of trigonometrical equations



c sin T1 + (sin T2 − sin T1) + · · · + c (sin T − sin Tk) = 0,

c cos T1 − c + (cos T2 − cos T1) + · · · + c (cos T − cos Tk) = 0,

. . . ,
c
n sin n T1 + 1

n(sin n T2 − sin n T1) + · · · + c
n(sin n T − sin n Tk) = 0,

c
n cos n T1 − c

n + 1
n(cos n T2 − cos n T1) + · · · + c

n(cos n T − cos n Tk) = 0.

(8)

Solution with 2n switching points

For c = 1
2 it is possible towrite the general explicit solutionwith 2n switching points.

For T = T + a, 0 < a < α It has the following form:

un(t) =



1
2, 0 ≤ t ≤ 2π

n+1,

1, 2π
n+1 ≤ t ≤ 2π

n+1 + a,
1
2,

2π
n+1 + a ≤ t ≤ 2 2π

n+1,

1, 2 2π
n+1 ≤ t ≤ 2 2π

n+1 + a,

. . .

1, n 2π
n+1 ≤ t ≤ n 2π

n+1 + a,
1
2, n 2π

n+1 + a ≤ t ≤ 2π + a.

(9)

The graph control for n = 6, c = 1
2, a = 0.1 is shown in Figure 1, the individual

trajectories are shown in Figure 2. In Figures 3 and 4 the phase trajectories for

two first and two last coordinates are shown.

Figure 1. Graph of control
Figure 2. Individual trajectories

Figure 3. Phase trajectory for x1, x2 Figure 4. Phase trajectory for x11, x12

For c 6= 1
2 it is harder to obtain general solution. For the case n = 1 we were able

to obtain it in explicit form:

T1 = arctan


sin
(

a
2
)(√

2
(

cos(a) + 2
(1

c

)2 − 4
c + 1

)
− 2 cos

(
a
2
))

cos
(

a
2
)√

2
(

cos(a) + 2
(1

c

)2 − 4
c + 1

)
− cos(a) + 1

 + π,

T2 = arctan


sin
(

a
2
)(√

2
(

cos(a) + 2
(1

c

)2 − 4
c + 1

)
+ 2 cos

(
a
2
))

cos
(

a
2
)√

2
(

cos(a) + 2
(1

c

)2 − 4
c + 1

)
+ cos(a) − 1

 + π.

(10)

Solution with 2 switching points

Using the symmetry of the problem for c = 1
2 we can reduce the number of switch-

ing points to only 2 for any size n. For this we write the momentum problem in

exponential form ∫ T

0
u(t)ekit dt = 0, k = 1, 2, ..., n. (11)

and consider control

u(t) =


c, 0 ≤ t ≤ T1,

1, T1 ≤ t ≤ T2,

c, T2 ≤ T.

(12)

with T − T2 = T1 − 0. By substituting eT1 = x, eT = s =⇒ eT2 = s
x we get the

system of equations for x and s:
−c + (c − 1)x + (1 − c)s

x + cs = 0,

−c + (c − 1)x2 + (1 − c)s2

x2 + cs2 = 0,

. . .

−c + (c − 1)xn + (1 − c)sn

xn + csn = 0,

(13)

It always has a solution x = s, so we can choose T = 2π + T1, T2 = 2π. On Figures

5 and 6 the trajectories for individual and the pairs of coordinates are shown.

Figure 5. Individual trajectories for n = 4 Figure 6. Pairs trajectories for n = 4

It also should be noted that this solution does not depend on problem size n.
Instead of control (12) we can also choose

u(t) =


c, 0 ≤ t ≤ T1,

1, T1 ≤ t ≤ T2,

1 − c, T2 ≤ T.

(14)

Generalization

Since the system (8) depends only on exponent ofmatrixA and vector b, the control
(12) is true for any n and for any set of rational numbers we can find a common

multiple divisible by 2π the following theorem holds

Theorem For the system

ẋ = Ax + bu, c ≤ u ≤ 1, c ≤ 1
2
. (15)

with matrix A of size 2n × 2n and simple imaginary eigenvalues ±iνk, k = 1, . . . , n
and such that rank (b, Ab, . . . , A2n−1b) = 2n, the return condition is satisfied if νk are

rational numbers.
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